LLNL is home to some world’s

fastest computers!
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Price Comparison

2010 pricing for 4GB/core cpu systems and RAID storage

S/SpecHep06 ‘ S/TB

ATLAS Premier Pricing $27.8 S 686
LLNL Standalone Quote S32.3 S 477
LLNL Quote from Sierra vendor S 23.6 *S230

* ATLAS pricing 25-50% discount below commodity costs

* LLNL obtains additional 15% discount for 72x12 cpu cluster
linked to 1000-node Sierra procurement

* *Disk price includes LLNL contribution ~50%
e Current operations cost=0.25 FTE covers installation + admin
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The Myth

 Butisn’t it easier to easier to gain access to Fort Knox
than to LLNL computing?
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PCMDI - the first breakthrough

PCMDI
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PCMDI Printer Friendly Version

Welcome to PCMDI!
> Orientation for New
Users to PCMDI

PCMDI was established in 1989 at the Lawrence Livermore National Laboratory (LLNL), located in the San Francisco Bay area, in California. Our staff includes
research scientists, computer scientists, and diverse support personnel. We are primarily funded by the Regional and Global Climate Modeling (RGCM) Program and
the Atmospheric System Research (ASR) Program of the Climate and Environmental Sciences Division of the U.S. Department of Energy's Office of Science,
WCRP CMIP Biological and Environmental Research (BER) program.

e 2006 — 700 TB Green Data Oasis purchased to serve
PCMDI and external collaborations

> Site Map

e 2008 — permission to add cpu within GDO security plan
e 2010 - add 13.5 kHepSpec06 + 650 TB for ALICE/LHC

2010-AUG-31 Extreme QCD North California Coast LLNL-PRES-471646



ALICE Computing at LLNL

 13.6 kHepSpec06 + 650 TB

e S470k (~60% of cost elsewhere)
e Tier-2 Center, WLCG membership %
* Achieving full OSG integration

\ LLNL (266 currently running jobs / max 1016) (- R ot T ?

* OP costs currently 0.25
FTE, approx. S75k/year

* Single architecture Linux
Scalable Units reduce costs
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LLNL Grid Computing Outlook

* ALICE Computing fully integrated with DOE-NP, USA
collaborators and CERN

* Next ALICE procurement scheduled for 2013+

* Construction of Livermore Valley Open Campus will
only improve climate for external computing at LLNL

e After Open Science Grid Integration is achieved,
barrier to stage HEP computing is low

* Price competition from Livermore Computing may
benefit DOE and also other labs
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